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ABSTRACT

Spam filters often use the reputation of an IP address (or 1P ad

dress range) to classify email senders. This approach wawvied
when most spam originated from senders with fixed IP addsesse
but spam today is also sent from IP addresses for which ligackl
maintainers have outdated or inaccurate information (omifr-
mation at all). Spam campaigns also involve many sendedscre
ing the amount of spam any particular IP address sends t@gesin
domain; this method allows spammers to stay “under the tadar
The dynamism of any particular IP address begs for blagkdjst
techniques that automatically adapt as the senders of spange.
This paper presentSpamTrackera spam filtering system that
uses a new technique callbdhavioral blacklistingo classify email
senders based on their sendibghavior rather than their iden-
tity. Spammers cannot eva@@amTrackemerely by using “fresh”
IP addresses because blacklisting decisions are basechdimge
patterns, which tend to remain more invariaBpamTrackeuses
fast clustering algorithms that react quickly to changeseénd-
ing patterns. We evaluatepamTrackes ability to classify spam-
mers using email logs for over 115 email domains; we find that
SpamTrackecan correctly classify many spammers missed by cur-
rent filtering techniques. Although our current dataseevgnt us
from confirming SpamTrackes ability to completely distinguish
spammers from legitimate senders, our evaluation showSgrem-
Trackercan identify a significant fraction of spammers that current
IP-based blacklists mis§pamTrackes ability to identify spam-
mers before existing blacklists suggests that it can be imsedn-
junction with existing techniques(g, as an input to greylisting).
SpamTrackers inherently distributed and can be easily replicated;
incorporating it into existing email filtering infrastruzes requires
only small modifications to mail server configurations.

Categories and Subject DescriptorsC.2.0 [Computer Communi-
cation Networks]: Security and protection

General Terms: Security, Design, Algorithms
Keywords: spam, botnets, blacklist, security, clustering

1. INTRODUCTION

More than 75% of all email traffic on the Internet is spa2b|[
To date, spam-blocking efforts have taken two main appresch
(1) content-based filtering and (2) IP-based blacklistiBgth of
these techniques are losing their potency as spammers benone
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agile. To evade content-based filters, spammers have atieute-
niques such as image spam and emails explicitly designedsto m
lead filters that “learn” certain keyword patterns; spamswae also
evading IP-based blacklists with nimble use of the IP addsesce
(e.g, stealing IP addresses on the same local netwifik §tealing

IP address blocks with BGP route hijackirgf)]). To make matters
worse, as most spam is now being launched by (8 §pammers
can send a large volume of spam in aggregate while only sgrdin
small volume of spam to any single domain from a given IP askire

This “low and slow” spam sending pattern and the ease with
which spammers can quickly change the IP addresses fromhwhic
they are sending spam has rendered today’s methods of istawil
spamming IP addresses less effective than they once W#rd-pr
example, our study in Sectidhshows that, of the spam received
at our spam “traps”, as much as 35% was sent from IP addresses
that were not listed by either Spamha@g][or SpamCop 36], two
reputable blacklists. Further, 20% of these IP addressaained
unlisted even after one month. Most of the IP addresses thg w
eventually blacklisted evaded the blacklist for about tveeks, and
some evaded the blacklists for almost two months.

Two characteristics make it difficult for conventional btésts to
keep pace with spammers’ dynamism. Fiestisting blacklists are
based on non-persistent identifiefmn IP address does not suffice
as a persistent identifier for a host: many hosts obtain IPeadds
from dynamic address pools, which can cause aliasing bdibsit
(i.e., a single host may assume different IP addresses over timde) a
of IP addressesi.€., a single IP address may represent different
hosts over time). Malicious hosts can steal IP addressestihd
complete TCP connections, which allows spammers to inttedu
more dynamism. IP blacklists cannot keep up. Secoridrmation
about email-sending behavior is compartmentalized by dioarad
not analyzed across domaif&day, a large fraction of spam comes
from botnets large groups of compromised machines controlled by
a single entity. With a much larger group of machines at tHisir
posal, spammers now disperse their “jobs” so that each IReasld
sends spam at a low rate to any single domain. By doing so,-spam
mers can remain below the radar, since no single domain ney de
any single spamming IP address as suspicious.

IP blacklists must be continually updated to keep pace véath-c
paigns mounted by armies of “fresh” IP addresses. Unfotaiypa
a spam campaign may complete by the time the IP addresses are
blacklisted, at which time a new campaign with new IP address
imminent. Blacklisting all new IP addresses is not an optather:
it creates a nuisance for administrators when legitimatiénelays
are renumbered, as well as for some mobile users.

To keep pace with this dynamism, we propose a new technique
calledbehavioral blacklistingwhich complements existing black-
lists by categorizing spammers basechomwthey send email, rather
than the IP address (or address range) from which they adingen
it. The intuition behind behavioral blacklisting is thathile IP ad-
dresses are ephemeral as identifiers, spam campaigns, ispgm |



and spamming techniques are more persistent. If we canifident
email-sending patterns that are characteristic of spamiéhnav-
ior, then we can continue to classify IP addresses as spasraven
as spammers change their IP addresses.

We design a behavioral blacklisting algorithm that usest#ief
target domainghat a particular IP address sends mail to as the pri-
mary indicator of its behavior and incorporate this aldoritinto a
system calle@pamTrackeMWe use the set of domains that an IP ad-
dress targets within a fixed time window as the feature fosteling
IP addresses that behave similarly. Our clustering alyortekes as
input ann x d x t tensor, where: is the number of IP addresses
that sent email to any af domains within one of time windows.
The algorithm outputs clusters of IP addresses that exsiililar
sending patterns. Our evaluation of these clusters shatspiam-
ming IP addresses form large clusters that are highly sirttlaach
other but distinct from the behavior of IP addresses in athesters.

IP addresses of legitimate senders, on the other hand, domot
large clustersSpamTrackecan classify a “fresh” IP address as a
spammer or a legitimate sender based on how closely itsregndi
behavior (e, the set of domains that it targets) maps to a clus-
ter that has been marked as known spamming behavior. Ugjsg lo
from an organization that manages email for over 115 domuaias
find thatSpamTrackedetects many spammeusfore they are listed

in any blacklist suggesting tha®pamTrackecan complement to-
day’s IP-based blacklists by catching some spammers etrhe
they would otherwise be caught.

SpamTrackerequires little auxiliary information about whether
an email sender is a spammer or a legitimate sender: it takigs a
put the email-sending patterns of all senders, builds etadtased
on the sending behaviors of (a possibly small set of) knovamsp
mers, and classifies each sender based on whether its belsavio
similar to a cluster that resembles known spamming behavior
like conventional approaches which track individual IP reddes,
SpamTracketracks behavioral patterns to quickly identify whether
a new IP address exhibits similar patterns to other prelycaeen
IP addresses. Its ability to track behaviogodups rather than indi-
vidual IP addresses, allows it to adapt more quickly to epgraimP
addresses that may not exhibit strong patterns from th@eetise
of any single domain.

Because&spamTrackeclassifies email based on sending behavior
rather than on more malleable properties of em&ij{ content, or
even IP address), we believe that spammers will have caasiye
more difficulty in evadingSpamTrackes classification methods.
NeverthelessSpamTrackemust be agile enough to adapt to spam-
mers’ changing behaviors: spamming patteires, (vhich domains
are targeted, and how they are targeted) will change ovey, tamd
adversaries that are aware of tBpamTrackerlgorithm may ad-
just their sending patterns to avoid falling into a partcutiuster.
We believe, however, that automated, large-scale behauidr as
spamming will always give rise to clustering, and the chmgkeis to
designSpamTracketo adapt the clusters it uses for classification,
even as the spammers themselves attempt to evade them.

The paper is organized as follows. Sect@motivates behav-
ioral blacklisting. Sectiord presents a brief background on cluster-
ing techniques and describes EigenClustgrthe clustering algo-
rithm that we use irSpamTrackerSection4 describes the design
and implementation oSpamTrackerand Sectiorb presents our
validation results and compares the performanc&mdmTracker
to state-of-the-art IP-based blacklists and spam trapoglapnts.

In Section6, we discuss various extensions $pamTrackerand
deployment-related concerns. Sectibpresents related work, and
Section8 concludes.

2. MOTIVATION
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Figure 1: Fraction of spamming IP addresses that were not ob-
served at any of 115 domains for the past 1 day, past month, and
past 2 months.

present the volumes and rates at which IP addresses in @estra
send spam to each domain; we find that spammers exhibit send-
ing patterns that make it difficult to reliably detect ancckapam-
ming IP addresses. In Secti@®, we provide background on cur-
rent IP-based blacklisting techniquesd, DNS-based blacklists)
and present a study of their effectiveness.

2.1 The Behavior of Spamming IP Addresses

We present statistics on the network-level behavior of spars,
focusing on the techniques that make building the reputaif@any
particular IP address difficult. We study two aspects inipaldr:

(1) PersistenceHow much spam does a particular IP address send
in a day, and how does the set of IP addresses change over time?
(2) Distribution: What is the distribution of spamcross target do-
mainsfor any particular IP address, and how does this distrilbutio
change over time?

2.1.1 Persistence: “New” IP addresses every day

To determine the extent to which spamming IP addresses memai
stable, we study the IP addresses that send spam to overstitedi
domains, which collectively received 33 million pieces p&m dur-
ing March 2007

Figurel shows the number of “new” IP addresses that these do-
mains observed per day over the course of a month. The top line
shows the fraction of IP addresses that were seen in the fioace
a particular day that weraever seen before in the trace (other
lines show fraction of spam from IP addresses that appeaned o
the immediately preceding day, or within the month). Indesg@m
is coming from different IP addresses every day, and abo% 10
of IP addresses seen on any particular day were never seen be-
fore at any of the target domains. Thus, even given perfechae
nisms for maintaining reputation about email senders aiadively
widespread observation, a significant number of IP addsetbese
have never been seen before are sending spam on any given day.

Lack of persistence in spamming IP addresses makes maigain
reputation about spammers based solely on IP addressesildiffi
since the blacklisted IP addresses keep changing. Givemaw p
ous information about the activity of an IP address, a cormveal
blacklist will not be able to reliably block spam from thatiaess.

2.1.2 Distribution: Some IPs target many domains

Existing blacklisting techniques collect reputation imf@tion
about spam or spam senders based on the activity observethat a
gle domain é.g, if a spammer sends a significant amount of spam
to a single IP address, if it hits a spam trap, et86) B7]. Although

This section provides background on current email spamming!Section5.1 describes this dataset (as well as the others that we

practices and the performance of blacklists. In Secdh we

used in our evaluation) in more detaﬁ.
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Figure 2: Fraction of spam sent { axis), and number of do-

mains targeted  axis), by spamming IP addresses for a typical
day’s worth of traffic at the email provider’s servers. The IPs

are reverse sorted by number of spam messages produced.

some existing systems collect information from a large nemnds
distributed domains, few, if any, build reputation basedbserved
patternsacrossdomains. Thus, an IP address that distributes spam
evenly across target domains may evade a blacklist entimeyn-
tenance of these lists typically requires explicit repémsn a net-
work about a “loud” IP address, so an |IP address that is “lo&d/ an
slow” to any particular domain may be able to escape deteetial
blacklisting.

Spam from unlisted IPs
IPs

Data Source|  Spam | At Receipt| After 1 Month
Trap 1 384,521 | 129,243 || 134,120 (35%)| 79,532 (20%)
Trap 2 172,143| 64,386 || 17,132 (10%)| 14,534 (8.5%)

Table 1: Fraction of spam at two spam traps from IP addresses

that were unlisted in either Spamhaus or SpamCop, both at the

time the message was received, and the fraction of spam from
IPs that remained unlisted after 1 month.

has no meaning in the DNS resolution infrastructure) buirret
anNXDOMAIN for an unlisted address. DNSBLs offer a lightweight
mechanism for querying a list of IP addresses, thet list mem-
bership must be maintained at least semi-manudilgintenance
entails not only deciding when a particular IP address shbel
added to a blacklist, but also when it should be removed.Kii&ic
maintainers typically add an IP address to a blacklist basere-
ports from network operators (which requires the spammeaite
the attention of an operator) or by sending spam to a paaticylam
trap or traps (which may not see the spam in the first placéicpar
ularly if spammers know to avoid them). Because reputatifori
mation about IP addresses can become “staef, (due to IP ad-
dress dynamism, renumbering, etc.), the blacklist maietainust
determine how long an IP address should remain listed; tivia-d
tion ranges from 30 minutes to more than a year, dependingeon t
nature of the problem and resolution.

2.2.2 Completeness

Previous work has shown that many bots that send spam are com- We study the completeness of “reactive” blacklists.(those that

paratively low-volume if observed at any one doma#][ but each

of these IP addresses must send low volumes of spamattydo-
mains for them to be “useful” to the spammer. Our analysis con
firms this conjecture: Figur2 shows that about half of all spam’(
axis) comes from the top 15% spamming IP addresses(s); this
subset of IPs targets two or more domaigsakis). Similarly, the
top spamming IPs responsible for up to 35% of spam target thre
more domains. Thugbserving email sending patterns across do-
mains could help expose sending patterns that are resplenfib
sending a significant amount of spam

2.2 The Performance of IP-Based Blacklists

After presenting a brief overview of IP-based blacklistd &meir
most common operating mode (DNS-based blacklists, or “DNS-
BLs"), we briefly survey the performance of currently used N
based blacklists in terms of two metrics:

e CompletenessThe fraction of spamming IP addresses (and
fraction of spam from spammers) that is listed in a blacklist
at the time the spam was received.

e ResponsivenesEor the IP addresses eventually listed by a
blacklist, the time for a blacklist to eventually list spammim
IP addresses after they first send sparartptarget domain.

Our results demonstrate that DNSBLs can be both incomplete a
unresponsive in response to dynamism in IP addresses. \&enpre
additional data that suggests that the email sending desistecs

of spammers—in particular, their transience and the lowwa
of spam that they send to any single domain—make it difficurt f
blacklists to track the IP addresses of some spammers.

2.2.1 Background: DNS-Based Blacklists (DNSBLS)

DNSBLs are a “hack” on the DNS name resolution infrastruetur
to allow users to query for blacklisted IP addresses usiistieg
DNS client and server protocols and utilities. A DNSBL mainer
keeps blacklisted IP addresses in a zone file; the servesndspo

only list IPs based on observed spamming activity or usats@as
opposed to policyd.g, SORBS B4)]) lists all dynamic IP addresses
irrespective of whether they were observed spamming or ki)
consider the two most popular reactive blacklists, Spamtiai]
(specifically the XBL and SBL zones) and SpamCB8§][ To assess
the completeness of existing DNSBLs, we first examine whethe
blacklists identify the spammers that we observe in one moft
spam from two spam traps. We then observe mail received at a
server that hosts email for hundreds of independent donaits-
termine how much of the mail that this provider acceptedd¢balve
been blocked earlier if the provider had more complete hilstskat

its disposal.

Experiment 1: Are emails to spam traps blacklisted?We first
studied whether spammers were listed when they sent spamoto t
large spam traps during March 2007. The two traps serve erdep
dent domains and they have no real email addresses, so we can
consider all mail that these domains receive to be sh&wth run
the MailAvenger 3] SMTP server, which we have instrumented
to measure whether a sender’s IP address is blacklisted aif &
blacklistsat the time the email was received

Trap 1 received 384,521 pieces of spam, of which 134,120 35%
were received from IP addresses that were not listed in reithe
Spamhaus or SpamCop when the spam was received. Trap 2 re-
ceived 172,143 pieces of spam, of which 10% came from IP ad-
dresses that were not blacklisted. The significant fraaiospam
coming from unlisted IP addresses suggests tioatplementary
blacklisting techniques could significantly reduce sparmdifion-
ally, blacklists may remain incomplegsen one month after each of
these IP addresses sent spam: Unlisted IP addresses thanesct
for 20% of spam at Trap 1, and 8.5% of spam at Trap 2, remained
unlisted in Spamhaus blacklist one month after they wera see
our spam traps (see Tahlg suggesting that there is still a signifi-

0One of the domains serves eight legitimate users. We exthisle
legitimate mail from our analysis and do not expect the prese

a query for a listed IP address (encoded in a domain name) withof these addresses to have an effect on the spam received at th

another IP address (usually an address such2@s0.0.2 that

domain.



cant fraction of spam from senders that successfully evadeen-
tional blacklisting techniques.

Experiment 2: Are accepted senders blacklisted laterThe sec-
ond set of logs are from an organization that hosts emailicerv
for over 700 domains, about 85 of which were active duringdfiar
2007 (our observation period). This provider's mail sesveject
or accept email based on a combination of techniques, imgud
multiple blacklist lookups (Spamhau37, SORBS B4], etc.) and
a large collection of customized heuristics. This proviolecks up
to twice as much spam as any single blacklist.

Using our daily snapshot of the Spamhaus blacklist as a basis

for comparison, we study the effectiveness of this emaiigier’s

blocking heuristics by determining the fraction of mail thhe

provider accepts. Our results show that even this prodded-

vanced filtering does not ensnare a significant collectiogpafm-
mers: Of the 5,084,771 senders that passed the spam fdteys,
110,542 (2%) became listed in the Spamhaus blacklist duhiag
following month. This fraction is significantly lower thahe 15%

quoted by this provider as the fraction of accepted emailighater

reported as spam, which suggests that current blacklistainein-

complete, even after long periods of time.

2.2.3 Responsiveness

Many DNSBLs do not list an IP address before they receive mul-
tiple end-user reports about a spam sender; some even rerfor
manual verification. Meticulous verification can reduce likeli-
hood of blacklisting “good” senders, but doing so also Igmié-
sponsiveness. In this section, we quantify the responsaseaf the
Spamhaus DNSBL by determining, for the IP addresses that wer
eventually listed in April 2007, how long those IP addressese
active before they eventually were blacklisted.
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Figure 3: Time-to-listing for the Spamhaus blacklist for IP ad-
dresses that were unlisted at the time spam was received, but
were eventually blacklisted.Note: y-axis starts at 0.8.

based on email sending patterns, rather than the reputtam|P
address alone.

2.3 The Case for Behavioral Blacklisting

Although individual IP addresses’ sending behavior mayhgea
across time, we posit that (1) theending patternsexhibited
by spammers are sufficiently different from those of legiti
senders; and (2) those patterns become more evident whah ema
senders can be observed across many receiving domainsd Base
on these two hypotheses, the rest of the paper proposes a sys-
tem calledSpamTrackemwhich proactively blacklists email senders
based on the set of domains they targgtamTrackerelies on a

As before, we use snapshots of the Spamhaus blacklist, but wéechnique that we catbehavioral blacklisting which attempts to

also use hourly “diffs” of the blacklist to determine whenennlP
address was added. We examine email logs from March 1-3%, 200
and blacklist data from April 1-30, 2007. For each IP addtkas
was not listed when it first sent spam to one of our spam traps bu
was eventually listed at some later point in April 2007, wenpoite

the delay between the first occurrence of the IP at our tratieeto
first time that the IP address became listed in Spamhaus.

Even when blacklistdo list spamming IP addresses, the process
of updating the blacklist may be slow. FiguBeshows the time-to-
listing for all IPs that were unlisted during the receipt loé temail
but eventually appeared at the blacklist in April 2007. la tase
of the spam traps, 10-15% of spam senders that were unlisted
receipt of spam remained so 30 days after spam was receified. T
fraction is a strong indicator of the sluggishness of blistk) be-
cause sending email to a spam trap automatically labelsetides
as a spammer. In the case of the provider that serves milébns
real customers (“Organization”), almost 20% of senders wexe
unlisted when email was receiveeimain unlisted for over 30 days
before eventually appearing in the blacklist.

This analysis indicates that reactive blacklists are smesst
slow to respond, even for confirmed spammers; this slow re-
sponsiveness, coupled with the ability to continually sepdm
from “fresh” IP addresses (Sectiéhl.l) represents a significant
“window of opportunity” for spammers to send spam from non-
blacklisted IPs. Motivated by this slow responsiveness, ribxt
section proposes a complementary approach to blackligtiagis

a

classify based on their network behavior, rather than tideintity

or the contents of the emails they send. While individual ¢P a
dresses may be ephemeral, they may exhibit “familiar” spamgm
patterns ice., similar to those of already well-known spamming IP
addresses) that become evident when sending patternssaeet
across multiple domains.

3. CLUSTERING ALGORITHM

SpamTrackeuses a spectral clustering algorithm proposed and
analyzed by Kannaet al. [18] and made efficient in practice by
Chenget al. [7]. Section3.1 presents an overview of the spectral
clustering approach, and Secti8r2 describes how we apply spec-
tral clustering withinSpamTracker

3.1 Spectral Clustering

Spectral clustering refers to partitioning algorithmsttredy on
the principal components of the input. There are genenaiiytiasic
variants which can be viewed as (a) one-shot or (b) recurGiwen
an object-feature matrixl with the goal of clustering the objects
(rows) of A, a one-shot algorithm would find the top few singular
vectors of A (say k) and either project to their span or create a
cluster for each one by assigning each row to that vector iictwh
it has the largest component. A recursive algorithm, on thero
hand, uses one singular vector to partition the rows andseswn
the two parts. We focus on this type of algorithm.

The method in Chengt al.[7] (“EigenCluster”) has two phases:

3Because we only have the Spamhaus database for April, we cana top-down divide phase and a bottom-up merge phase. Invitedi

not determine the exact listing time for IP addresses thae we
the database on April 1, 2007; rather, we only know that thesew
listed between the time the spam was observed in March anitl Apr
1, 2007 (“less than 30 days” In Figu8. If the IP address was not
listed by April 1, 2007, we assume that whenever the IP besome
listed in April is the first time Spamhaus listed it. This asgtion

is reasonable as Spamhaus Issistenspammers for a minimum

of 30 days 1].

phase, the algorithm normalizes a given nonnegative inpirixso
that all rows have the same sum, then computes the secomstiarg
right singular vector. It sorts the rows according to th@mpo-
nents in this vector and partitions this sequence at thet pdiere
the corresponding cut has minimwanductancg€among then — 1
possible cuts of the sequence). The conductance of a paiistihe
total weight of entries across the partition divided by thealer



Figure 4: An IP x IP matrix of related spam senders; IP ad-
dresses that send mail to similar sets of domains are grouped
into distinct clusters; the intensity of a pixel at (i,5) indicatesi’s
similarity to j.

of the total weights incident to each sid&8[ 33]. After finding
the partition, it recurses on each side until only singletomain.
This completes the divide phase, whose end result is a treeqbt
represents all the rows, the leaves are individual rowsg. mkrge
phase finds a tree-respecting partitior,, one where every clus-
ter corresponds to the entire subtree attached at some rfdde o
tree. For many objective functions, it does this by dynamig- p
gramming, in a bottom-up fashion. The specific function wefas
the merge phase is calledrrelation clustering 7).

3.2 SpamTracker: Clustering Email Senders

SpamTrackeclassifies an email sender purely based on its send-

ing behavior, ignoring content and variable handles fossifica-
tion such as dynamically-allocated IP addresses. Thetiorube-

i ML)

T T

where M/ (i) is the submatrix comprising the rows of clustein
the classification stag&pamTrackerccepts d x d vectorr that
corresponds to the recent behavior of an IP. It then calesiascore
S(r) for this queried IP address using the following equation.

T Cavg

@

stm(r,c) =
) = Tera]

Intuitively, sim(r, ¢) measures the similarity of the row vectoto
clusterc by performing an inner product of with the normalized
average of rows in cluster A cluster that has a similar set of target
domains as would have a large inner product.

We calculate the spam scafér) as the maximum similarity of
r with any of the clusters.

S(r) = max sim(r, c). )

S can be used to filter ogreylist(i.e., temporarily reject with the
assumption that a legitimate mail sender will eventualtpyespam
by a mail service provider at or before the SMTP dialogueestéde
set a threshold such that if the row for an IP that is looked a h
score higher than the threshold, it is flagged as spam. Thshbld
can be different for each cluster.

Querying an IP address is inexpensive: only Equatibasid 2
need to be computed per lookup. The next section explaindehe
sign of SpamTrackein detail and the optimizations we use to im-

hind SpamTracketrs that sending patterns of spamming hosts are prove the lookup speed and the overall robustness of therayst

similar to other senders and remain relatively stable, esethe
IP addresses (or actual systems) that are sending the enailge.
Consider the case of a spamming bot: Whatever the partispéan-
ming behavior of a spamming bot, it is likely to be similar ther
bots in its own botnet. Because botmasters in large botreats h
only coarse-grained control over their ba§], spamming patterns
of bots will typically be similar across targeted domagwen if each
bot sends low volumes of spam to each dom@hus, clustering
spammers based on their sending patterns provides a walyefor t
early detection, irrespective of their particular ideaste.g, the IP
address) or blacklisting status. It follows from the abdwet tspam
sent from even a newly-enlisted bate(, from an IP address that
has not been observed to send spam) will likely be caugBdam-
Trackerbecause its behavior will cluster it with other known bots
in the botnet.

The SpamTrackeralgorithm proceeds in two stages: (1) clus-
tering and (2) classification. In the unsupervised clustestage,
SpamTrackeaccepts as input a x d x t tensorM, wheren is
the number of IP addresses that sent email to any démains
within any of¢ particular time windows. Thus\/(i, j, k) denotes
the number of times IP addressent email to domain in time
slot k. SpamTrackefirst collapses the time axis to obtainan< d
matrix M

t
M'(i,5) =Y M(i, j, k).
k=1

It clusters the matrix)/’ using the spectral clustering algorithm
described in Sectio®.1 The output of the clustering stage is the set
of clusters of IP address€s = C1,Cs, ..., Cy, whereUr_, C; =
IPsinM andC; N C; = ¢ for i # j. Logically, the seCC' consists

of groups of IPs inM that have similar behavior in their target
domains. Each cluster is associated with a traffic pattdytaied

by averaging the rows corresponding to IPs that fall in thestelr.
For a cluster, we call this vectorq.g.

4. DESIGN

This section describes ho@pamTrackecan be integrated into
an existing email infrastructure. We present a brief ovemof the
system and then describe in detail its two basic operat{@)som-
puting the clusters that form the basis of the classifier;(@hdlas-
sifying a new IP address when it arrives.

4.1 Overview

The spectral clustering algorithm in Secti8R serves as the
back-end ofSpamTracker The behavioral classifier that accepts
lookups from mail servers and assigns scores to the quesiatess
forms the front-end. Figurg shows the high-level design &pam-
Trackerand the interaction between the back-end (which performs
clustering and classification operations) and the interfacmail
servers (which receives email sending patterns as inptgetoltis-
tering algorithm and answers queries about the status obairtic-
ular IP address); to an ordinary mail server, the interfacgpam-
Trackerlooks like any other DNS-based blacklist, which has the
advantage that existing mail servers need only to be reagefigo
incorporateSpamTrackeimto spam filtering decisions. We discuss
how SpamTrackecan be incorporated into existing infrastructure
in Section6.2

SpamTrackes clustering algorithms rely on the assumption that
the set of domains that each spammer targets is often mdre sta
than the IP addresses of machines that the spammer usesltheen
mail. Rather than maintaining reputations of senders aatgrto
their IP addresse§pamTrackeuses the vector representing how
a sender sends traffic across domainsas a “behavioral finger-
print” and determines whether this fingerprint resembles@a
spamming cluster. Sectich?2 describes howSpamTrackebuilds
clusters of known spammers, and SectoBexplains howSpam-
Trackerdetermines whether an email sender’s sending patterns re-
semble one of these clusters.



4.2 Clustering

SpamTrackewuses the